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closed-loop system can be guaranteed by theoretical analyses [1], [24 bounded external distur-
[4], [13]-[15], [22]. Among these approaches, the adaptive tracking bance;

control method with a radial basis function neural network (RBFNN) f(x) andg(x) nonlinear functions;

[13] is proposed for nonlinear systems to adaptively compensate the(x) chosen strictly positive;
nonlinearities of the systems. The indirect and direct adaptive controlF'(x, u) = f(x) + g(x)u: R**' — R smooth mapping defined
schemes using fuzzy systems and neural networks for nonlinear on an open set aR™ ",

systems have also been shown in [14] to provide design algorithms fois assumed that there exists a solution for (1) and that the order of the
stable controllers. In addition, control systems based on a fuzzy-neurahlinear system (1) is known. Taking the Taylor series expansion of
control scheme are augmented with the variable structure control [1le nonlinear system (2) ft¢ . u.]”, we have

[16] to ensure global stability and robustness to disturbances. With . "

the use of the adaptive fuzzy-neural control and the variable structure dn = F(x0, uo) +a" x5 +bus +dn +da 3)
control [17], two objectives can be achieved. First, the nonlinearitigsere 7, is for high order termsxo = [#o1, Zo2, -+~ 2on]” and

of the systems are effectively comperj'sated. Secondly, the stability %’])dare nominal states and nominal input, respeCtiveJy,: P
robustness of the gystem can be verified. X5 = X — Xo = [51, €52, -+, ;vg,L]T, b = OF/dul(xq.n,), and

_ In[11], an a}daptlve fuzzy-neural controller was developed for a nog- _ [a1, az, -+, an]” = [OF /0, g sy OF /03] (xg us s
linear dynamical system. Unfortunately, the effect of unmodeled dg—ﬁﬂ/aw“kxo’ uo)]T_ If the high order terml, and the disturbancé;

namics, disturbances, and modeling errors associated with the ngps e qjected, then a linearization form of the nonlinear system can be
linear system by using the fuzzy-neural model was not dlscussedwﬁtten as

is well known that for adaptive controllers, the unmodeled dynamics,
disturbances, and modeling errors may lead to parameter drift and even in = F(xo0, u,) + alxs + bus. (4)
instability problems [4], [15], [16], [18]. To attenuate the effect caused
by the unmodeled dynamics, disturbance, and modeling errors, sevetalvever, the F(x, ) of (2) is generally unknown. Thus, the
adaptive fuzzy-neural control schemes have been proposed [22], [2ight-hand side of (4), i.eF(xo, u.), a, andb are approximated by
However, the magnitude of the derived control input is generally taB(xo. u.,), 4, andb, respectively, from the outputs of the fuzzy-neural
large to apply in a practical design. Thus, further improvement for thgproximator [11]. That is, the right-hand side of (4) can be approxi-
design algorithm is required, not only to attenuate the effects causedisited by using the fuzzy-neural linear approximator as
the unmodeled dynamics, disturbances, and modeling errors, but also . . o .
to reduce the magnitude of the control input demanded by practical ap- @n 2 F(Xo, uo) +a X5 + bus
plications. =w'l0o4+w'[0,0s -, 0,]xs+W O, 1us  (5)

To solve the aforementioned problems, a robust adaptive fuzzy-
neural control scheme, which incorporates a generalized projection M\@ere

date law and a variable structure control method, is developed in thid = [pk vk - pils

paper. The derived update law, which generalizes the projection al% =0,1--,n+1

gorithm modification and the switching-adaptive law [18], is used wh = [wi, wa, -, wal.

to tune the adjustable parameters for preventing parameter drift and

confining states of the systems into the specified regions. The variable n1

structure control method is incorporated into the proposed design algo- <H Hoas (.’l?oj))

rithm to derive the control law. As a result, the overall system by using o j=1 7 L
- : . w; = , i=1,2,---,h (6)

the adaptive fuzzy-neural controller is robust with respect to unmod- R fntl

eled dynamics, disturbances, and modeling errors. Compared with the Z <H Has (0; ))

adaptive control schemes reported in [22], [25], the design algorithm i=1 \j=1

of the proposed approach not only attenuates the effects caused by the p’ = [P0, 1y -+ puti]

unmodeled dynamics, modeling errors, and disturbances, but also re- T~ -
duces the magnitude of the control input which is generally appreciated =w [0, 01, -, 0] =w O. (1)

in designing a controller for practical applications. h is the number of total ruleg,; are the outputs of the fuzzy-neural

This paper is so arranged that Section Il describes the preliminarh%%ar approximator, an® — [0o, 01, ---, 8,..1] is an adjustable
requ!red to derive the robust adaptive fuzz_y-neura_l cqntrol SChemrr%";ltrix. In order to derive the control law for the nonlinear system (1),
Section Il introduces the proposed generalized projection update law . . )

- sreveral assumptions and lemmas need to be given first.
and the robust adaptive fuzzy-neural control scheme. Several examp e&ssumption 1[23]: Let xo andu, belong to compact se, and
. 0 2] x

are illustrated in Section IV. Conclusions are drawn in Section V. .
U,, respectively, where

Il. PRELIMINARIES Ux ={x € R": ||x|| < mx < o0} (8)
Consider the:th-order nonlinear dynamical system of the form Uy, ={u € R: |u] < my < oo} 9)
Tn = f(x)+ g(x)u+ da, y = (1) andmx andm. are design parameters. It is known that the optimal
_ parameter vectos,, k = 0, 1, - -+, n+1, lie in some convex regions
or equivalently of the form Mo, = {6 € B": |61]| < ma, }. k=0,1,---,n+1 (10)
2 = F(x, u)+ dg, y=ux (2) where the radiimg, are constants, and (11)—(13) are shown at the
bottom of the next page. R
wherex = [z, &, ---, 27T = [21, 29, -+, 2,]7 € R" is the Assumption 2: The parameter vectd, 1 is chosen such thatis
vector of states which are assumed to be measurable, and bounded away from zero.
w € Randy € R control input and system  Lemma1[19]: Suppose thata matrix € R"*" is given. For every
output, respectively; symmetric positive definite matriQ € R"*", the Lyapunov matrix
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equationAT P + PA = —Q has a unique solution f@ = P7 > 0 alizes both the switching-adaptive law and the projection algorithm

if and only if A is a Hurwitz matrix. O modification [18], is derived to tune the adjustable parameter vector
Lemma 2 [20]: If e(t) andé(t) € L%, ande(t) € L, for some 6. The generalized projection update law is then incoorperated into a
p € [1, 00), thenlim, .. ||e(t)|| = 0. O robust adaptive control scheme to construct a fuzzy-neural controller
Then, a vector of the state errors is defined as S0 as to attenuate the effects caused by the unmodeled dynamics, dis-
e—r—x (14) turbance, and modeling error.
wherer = [, #, .-, r"~V]" is a reference signal vector, anénd A Generalized Projection Update Law

+(") are bounded. Based on (5) and the certainty equivalence approaclr_1 tth lized proiecii date law b foll )
[24], the control input can be written as etthe genera 'Ze_ projection update law be as foflows:

—WTo[) _ WT [01’ 027 e 0n]xé 4 T(n) + /\Te 0, = —VJO(GO) - 7]0'090. (18)
w= w0, 4 +ua (1) First, consider the switching-term of the generalized projection up-
whereX = [A1. Az, ---. A,]Y € R™ is a vector of the control param- date lawglo, where the swﬂchmg paerametedf is chosen as
eters specified by the designer. 0, if ([|6oll < ma,).
Based omAssumption ;lwe differentiate (14) with respect to time, A 1180]| . .
. . =¢g— -1 f (s 0| <2 19
and results are substituted by (5) and (15). After several mathematical 7o / me, 1 (may < |18o]] < 2mo, ), (19)
manipulations, we obtain 3, if (]18o]| > 21, )
é=Ae+b. {w'l'(ao —63) in which 3 is a strictly positive constant, angis a design constant.

T . . . From (19), we know that, varies continuously from zero t when

T w0 — 01,6265, 0, 00 —0,]xs 18]l > I, || - If 8o is positive and large, then the second term of

+WT(9n+1 — 0 )us +d—dp — dd} the right-hand side of (18), i.esncofo, becomes negative infinity
as#, — oo. If 6o is negative and large, then the second term of the

(16) right-hand side of (18) becomes positive infinityfas— —oo. There-
where fore, the switchings adaptive law can be used to tune the adjustable
b. =[0,0, ---, 0, 1]'1'7 parameters to prevent parameter drift [18].
Secondly, consider the first terRi.J, in (18). For the constrained
0 1 o0 -0 minimization problem
0 0 0o - 1 subjectto ||| < mag, (20)
A A A e =g the solution of (20) is given as
and —VJo(8o), it (|60l < ma,
d=F (%0, u, |85) — F(Xo, o) or||8o|| = mae,
+ (él' (%o, uo |07, 85, -+, 05) —a’ (xo, uo)> Xs . and—V" HoV Jo(6o) < 0),
N 00 = VH()VTHO
+ (b (%0, o |0, 41) — b(xo, uo)) us 7) - <I - m)
which denotes the modeling error. The control parameters VJo(8o), it (||6o]] = mae,
A1, Az, -+, A, are specified such that matriA is Hurwitz as and—V" HoV.Jo(8) > 0)
required byLemma 1To attenuate the effect caused by the unmodeled ‘ 1)
dynamicsd;,, disturbancel;, and modeling error/, and to reduce
the magnitude of the control input, a robust adaptive fuzzy-neuralWhere .
control scheme, which incorporates the generalized projection updateVJ0 gradient ofJo;

law and the variable structure control method, needs to be developedZ0 = 80| = g, = 0;
VHo = 8o/[6o]l.

Note that the solution (21) is obtained using the steepest descent
method and the gradient projection method [21].

To obtain a generalized form for both the switchingidaptive law

To prevent parameter drift and to confine states of the systems imtad the projection algorithm modification, the switchingerm of
the specified region, a generalized projection update law, which geng8), i.e.,no08,, where the switching parametes is defined in (19),

I1l. GENERALIZED PROJECTIONUPDATE LAW AND ROBUST
ADAPTIVE CONTROLLER

9, = arg min |: sup F(xo, uo) — F(xo, uol0o) :| (11)
00€Mey [xg€Uy, u €U,
0, = arg min |: sup |ar (%o, uo) — ar(Xo, u,()|9k,)|:| ,
0k€ﬂ49k x0€Ux,us €U,
k=1,2,---,n (12)
9Z+1 = arg min |: sup b(xo0, Us) — ?A)(xo, Uo|@nt1) :| .
04 1€EMon41 [xg€U, u, €U,

(13)
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is brought into the projection algorithm modification in (21). Suppose However, if a disturbance is taken into account, the results will be
that there exists a cost functiol (6, ), such that the gradient d% is  quite different. Consider the actual system with the disturbance as
V.Jo(8o) = nwb! Pe. (22) _ [m } [mmz +ur +d
X =

SinceVH, = 80/||80|| andV.Jo () = nwb! Pe, we conclude that azxy +uz +d
the generalized projection update law (18) for tuning the adjusta%ered —d
parameter vectdt, is defined as '

(30)

L 2

(t) is a bounded disturbance. Suppose that 1,a> =
1, and let; = 1/14,a(0) = [1/2, 1/2]T, x(0) = [1, 1]T, and

6o = —nwb! Pe — noob 23 o o
0=-7 naobo (23) at) = [—%(1—1—75)*(10/7)—(1+t)’(“/’)+§(l+t)*(z/‘)].
wheren > 0
. The solution of the actual system (30) by using the control law (27) and
0, if (||60]] < ma, .
the update law (28) can be obtained as
orme, < ||6o] < arng, .
T T (1 + t)_(g/‘)
B andf; wb; Pe > 0), x(t) = (31)
T L (el A+570
ad <ﬁ — (v — 1)) , if (mgy, < [|80]] < ame, and
0 S, 1 1/7
andd? wb! Pe < 0) = | (1+1%) 32)
(24) L1+0)'7

With reference to (31)x(¢t) — 0 ast — oc. But as shown in (32),
a(t) — oo ast — oo. Hence, parameter drift occurs in this example,
which is similar to the problem reported in [18], except that [18] dis-
. cusses a first order system. To solve this problem, the update law (28)
l16o]]? needs to be modified to prevent the paramétdrom drifting to in-

(25) finity as time approaches infinity. We now have (28) modified by the

Comparing (23) to (21), the generalized projection update law bdeneralized projection update law (23) as

« € [1, 2], and
vTH 6l wb! Pe
0 0 0 e
=~ 0 UJf) = — ="
00 = TGN T HovH, © 00

comes the projection algorithm mod_ification_lif:_l. Similarly, com- A= [pr12e. nrart]” — noaa (33)
paring (23) to (18), then the generalized projection update law (23) be-
comes the switching-adaptive law ifr] > 0,a = 2, andry = 0§ as Where
||18a]] > 2my,. Therefore, the projection algorithm modification and 0, if (|la]] < ma
the switchinge adaptive law are special cases of the generalized pro- orma < ||a|| < ama
jection update law (23). anda’ [z120, 2071]7 < 0),
Following similar procedures, generalized projection update laws for 0a = .
0., k=1,2,---, n+1, can be obtained. As will be demonstrated in oy <M —(a— 1)) , if (ma < 4| < ama
example 1, the generalized projection update law can be used to prevent Mma o -
parameter drift. anda’ [z, z221]" > 0)
Example 1: For simplicity, consider the second-order linear system 34)
as and
i1 airz + uy ol = —nély[wl‘w’ ;L’2$1][
e e lal?
X0 asxi1 + us

Fig. lillustrates the use of the generalized projection update law for
wherea; andas are unknown parameters, and andu2 are control preventing parameter driftin example 1. As shown in Fig. 1, the projec-
inputs. The control objective is to obtain the control lawsandus, and  tion of the generalized projection update law continuously varies from
the update laws for the unknown parametersinda, such thatk —  zero to one in the intervahja, ams], wherems is an upper bound
0 ast — oo, under the constraint that all signals in the closed-loofor the unknown parameter. In fact, when|a|| > ma, the magnitude
system are bounded. If the control law and the update law are choséithe projection is continuously increasing in order to restfédt to

as be away from||a||. Furthermore, from (33) and (34), it can be easily

, . found that||a|| has a upper boungim . Although the aforementioned

(151 —a1x2 « s . . . .

{ } = { ]\ } (27) systemis linear, similar results can also be obtained for nonlinear sys-
J 2 a2t tems by using the generalized projection update law (23).
an
Qe av| | mriws 28) B. Robust Adaptive Fuzzy-Neural Control Scheme
iz UEEES Since the control input (15) does not take the modeling etyais-

turbancel,, and unmodeled dynamik, into account, parameter drift

wherey, is a strictly positive cgnstant, then the stability of the systeng o may happen, ang(t) may not be confined into the specified re-
(26) can be guaranteed by using the Lyapunov theory. Suppose thatg%(ﬁs as required bssumption 1Therefore, a robust adaptive control

Lyapunov function is defined as scheme, which incorporates the generalized projection update law and

1 o avariable structure control method, is developed to attenuate the effects
v=—x"x+ > Z (a; — a:)>. (29) caused by the modeling error, disturbance and unmodeled dynamic as-
2 = sociated with the nonlinear system.

The switching surface is described b
Then it can be proved that < 0 so thatxk — 0 ast — oo according witehing st ! ! y

to the Lyapunov theorem. s=Ce=0 (35)
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a, with reference to the generalized projection update law (23), where
The percentage of 0
the projection = 0 n
0, if (]|8o]] < ma,
ormg, < ||8o]| < amg,
_ anddf wb! Pe > 0)
agop =
0 .
4 o) <% — (o — 1)) , if (mg, < [|80]] < amy,
andéi wb!Pe < 0
/ (44)
0, if (||8c]] < mo,
The percentage of ormg, < ||8k] < amg,
the projection = 100 " .,
andf; wxsib. Pe > 0)
T =
Fig. 1. lllustration of the generalized projection update law for preventing o0 M —(a—1) if (mo, < ||0x]| < am
parameter. k mo, ’ 0 > IR > Ok
andf! was. bl Pe < 0),
whereC is an x » matrix. To simplify the derivation process, we k=1.2 ---.n (45)
assume that is ann x n identity matrix. The following results can be ’ .
generalized ifC is not an identity matrix. With reference to (15), the 0, it (10ns1ll < mo,,
control input is now modified as ormyg, , < [|@ntl
T T R T < amg,
—wl0o—w'[8:. 02,0, ]xs+us+r+2\Ts ,
t= T +u, (36) _ and9£+1wuébZPe >0)
W 0n+1 On41 =
i : - : 0 167+l —(a—1 i <o
whereus is a variable structure control term introduced into (15) to Onti e a=1)), if (me, , <|[|0nsall
compensate the errors caused by the modeling error, disturbance, and e < amg, .,
unmodeled dynamics. The is chosen as - r .
andd, , ;wusb. Pe < 0)
us = y5 Signlea) (37) (46)
wherey is a design constant, ard, is defined as a € [1, 2] is a scalar specified by the designer
ea =s Pb.. (38) o0 = 8Twbl Pe a7)
O — " " 12 1o
o 0|2
The objective is to choose, so that the effect caused by the unmodeled 16l
dynamics, modeling error, and disturbance can be attenuated. 50— 0[w,7:5kaPe E—1.9 - m (48)
With similar treatments to obtain (16), we differentiate (35) with kT 16kl T
respect to time to obtaid. After several simple substitutions by (5)and
and (36), anddssumption lwe have o 87 wusb! Pe
Opit = ST R FR (49)

§=As+b. {WT(()U —o)
" . . . Then the closed-loop system is stable, and tracking performance of the
+w [0 —01,60,—6,, .0, —0,]xs closed-loop system satisfies
—|—W1 (0n+1 - 9:4_1 )U«S —us + d} (39) lim ||6(t)|| =0 (50)
t—oo
whered = d — dj, — d,. In order to obtain the tracking performance of¢ yr > d".
the robust adaptive controller, the following assumptions are required. " poof: Given in the Appendix. O
Assumption 3: The integrated effects of the modeling error, external
disturbance, and unmodeled dynamics are assumed to gafi$f
d.
Assumption 4: The nonlinear system can be piecewise linearized

ain.
Based on the above discussions, we can proceed to derive Et;hﬁ1 summaryfi, k = 0,1, 2, ---, n, n + 1 is obtained from the
cy v — 9 » = b) 9

main theorem regarding the stability and tracking performance of tB%neraIized projection update laws (41)—(43), with which the fuzzy-

closed-loop system_by using the proposed approach. _ neural controller can be constructed. A design algorithm that can be
Theorem 1: Consider the nonlinear system (1), which satishes o5 terized to obtain the control input for the nonlinear system is
sumptions 1-ASuppose that the control input is chosen as (36), afidied below.

that the Lyapunov matrix equation satisflesmma las

With reference to (50); needs to be chosen to satigfy > d*such
that the integrated error tersh can be compensated. Care must be
taken, however, because a laggewill result in an unacceptably high

AP +PA=-Q (40) Design Algorithm:
[Step 1] Select control parameteys, Ao, ---, A, such that matriA
and the update laws are defined as follows: is a Hurwitz matrix. Determine: andmg, ,k = 0, 1, ---, n+1.
00 = —ywh! Pe — noofo (41) [St_ep 2] Choose an approprigieto solve the Lyapunov matrix equa-
. T’ tion (40).
0r = —nwrsib. Pe — 100, k=1,2-.n (42) [Step 3] Construct fuzzy sets fatp andu,. Determine the nominal
0,41 =—nwusb Pe — 1o, 116,11 (43)  states and nomial inpiks , u.]” .
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Fig. 2. (a) Membership functions fafg . (b) Membership functions faz,,.

[Step 4] Choose an appropriate. Solved., k =0, 1, 2, ---, n, n+
1 from the generalized projection update laws (41)—(43)Kg so as
obtain the control law (36).

IV. | LLUSTRATIVE EXAMPLES

To show the effectiveness of the proposed approach, a real nonlin@alr
system of the inverted pendulum with disturbance is considered in thé:
following two examples. These examples serve to demonstrate that POt

only is the effect caused by the unmodeled dynamics, disturbances,

modeling error attenuated, but the parameter drift is prevented by usmg
the proposed approach. Furthermore, the magnitude of the derived c%
trol input by using the proposed approach is much smaller than that oM

conventional methods [22], [25].
Example 2: Consider the inverted pendulum system, which is go
erned by the dynamic equations as follows:

|

2 . - .
mlxs sin @y cosxy — (M +m)gsinxy —u cos @y

r1

i

T2

z9

ml cos? ml—gl(ﬁf—i—m) + da
(51)
where
M mass of the cart;
m mass of the rod;
g=9.8m/g acceleration due to gravity;

l half length of the rod,;
u control input.

Letz; be the angle of the pendulum with respect to the vertical line
For comparison purposes, it is assumed that= 1 kg, m =

0.1 kg, andl = 0.5 m, and the external disturbance is given a
ds = 0.3sin(10¢). Therefore, system response of the overall syste
using the proposed adaptive fuzzy-neural controller can be simula?
and compared with that reported in [11]. By using the proposg

approach, the design parameters are chosen=a40,\; = 1, \; =
2, Q = diad10, 10] mx = @/6, ms, =30,k = 0,1, ---, n,
mg, ., = 15, andyy = 20. The control objective is to derive the
control input so that the state, of the system tracks the referenc

inputs are chosen dxJ, u,]” = [x(t)7, u(+)]”, and the initial
states of the system are assumed tacbe [7/30, 0]”. The initial
values of the vector8,, k = 0, 1, ---, n, and#,, are randomly

e
signalr = (7/30)sin(t). Note that the nominal states and nomial

145
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II'Pg. 3. (@) Tracking errors with the proposed controller and the method in [11].
(b) External disturbancé; = 0.3 sin (10t).

functions ofxo = [wo1, 202]" andu,(t) are shown in Fig. 2(a) and
respectively.

ig. 3(a) shows a comparison of the tracking errors of the closed-loop
tem by using the proposed adaptive fuzzy-neural controller and the
gHeahod proposed in [11] when an external disturbance, as shown in
. 3(b), is introduced. As shown in Fig. 3(a), the tracking error of the
sed-loop system by using the proposed controller is much smaller
pared to that of the controller proposed in [11], which fails to at-
tenuate the errors caused by the external disturbance. The proposed

C

\gpproach not only attenuates the effects caused by the unmodeled dy-

namics, disturbances, and modeling errors, but also eliminates the chat-
tering of the control system, as clearly demonstrated in Fig. 3(a).

Example 3 [25]: Consider the system described by (51) again. The
system parameters and disturbance are assumed to be the same as those
reported in [22], [25], i.e.M =10kg,m = 1 kg, and = 3 m, and the
external disturbance is assumed to be a square wave having an ampli-
tude of£+0.05 with a period of 2.

By using the proposed algorithm, the design parameters are chosen
asn =10,A; =1,X =2,Q = diag10, 10], myx = 7 /6, my, =30,
k=0,1,---,n,my, , =15, andyy is chosen as 150. The control
objective is to derive the control law so that the statef the nonlinear
system tracks the reference input signat (7 /30)sin(¢). The nom-
inal states and nomial input are chosefsds u,]7 = [x(H)T, u(t)]%,
and the initial states of the system are assumed to$d0.2, 0.2]".

With reference to Fig. 4, it is shown that the tracking performance of
the proposed controller is almost the same as those reported in [22] and
125]. However, time responses of the control inputf these controllers
are quite different, as shown in Fig. 5, in which the largest magnitude
5f the control input: of the proposed controller is 400, compared to
457,67 of the controller proposed in [22]. As a matter of fact, the con-

ler proposed in [25] results in the largest magnitude of over 1400
r the control input. The significantly reduced magnitude of the con-
trol input by using the proposed approach demonstrates an advantage
in designing a controller for practical applications, because the smaller
the control input, the easier the implementation of the controller for a
eal system.

V. CONCLUSIONS

In this paper, a novel robust adaptive fuzzy-neural control scheme

selected in intervals{2, 2] and [0.8,1], respectively. The membershipncorporating the generalized projection update law and variable struc-
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R APPENDIX
02 - oo de e G i performance withthe |- - - 1 Proof of Theorem 1:Consider the Lyapunov-like function candi-
‘:/':/':/\ proposed method and the conventional | date
L S methods i 1 1
Co ! v=—-s'Ps+ — tracddd”) (A.1)
] i 1 ] 2 27]
R R Rl b i Fe-
X X : where® = O — 0" and®™* = [#;, 67, ---. 0;,,,]. Differentiate
T 0.05| fp---\--- TR SR UV WAL R (T - (A.1), and results are substituted by (39)—(43). We obtain
- E E ) n+1 )
_:____': 7 '[}:—;—Sl QS—Z O'kaf, (0A—92)+Sl Pbc(d_US)- (AZ)
1 k=0

If the first condition of (44) is true, themo = 0. If ||6o]| > my,,
then|(|6o|| > [165]]. If mg, < [|60]] < amg, andd; wb/Pe < 0,
reference signal 7 ; ; ; ; : thenaooé (60 — 65) > 0, becausdifo|| > [|65]] andso > 0. Fol-
0.15 : T N : : : : : lowing the same procedure, we can obtain similar result# foand
o 2 4 & & 10 12 14 16 18 20 =12 ... nt 1 Asaresulty ;" 5.0 (8, —8;) > 0. Conse-

time(sec) quently, we obtain
0 < —% s"Qs—s"Pb.us +s' Pb.d. (A.3)
Fig. 4. Trajectories ofc; with the proposed method and the conventional
methods. From (37) andAssumption 3we have
o< —1s"Qs— |s"Pb.| (yf - HJH) (A.4)

If we choose the design constantgs> J“, thend < 0, so that the
100 - ' ~ ' - ~ - ~ ' closed-loop system is stable. Also, (A.4) implies

----- i< —1s'Qs (A.5)

>

N o
100 B R S R A B if y; > d". Equations (A.1) and (A.5) only guarantee thét) € L.,
200 L S L andf, € Lo,k =1,2,---, n+ 1, but not converged. From (35),
} | ‘ i I : : the boundedness eft) implies the boundedness eft). From (14),
Rt Vi f A B et the boundedness ef(t) implies the boundedness =ft). Since the
= 400 ___.| control input of the proposed method - nominal states are finit&,s is bounded. Based gkssumption 4nd the
e ! ; : ! : boundedness of; andd,, us is bounded. Thereforé(t) is bounded,
R R R i.e.,8(t) € L. Integrating both sides of (A.5) yields
Lt _d____L____l.___1

-t
0(t) = 0(0) < — 1 \in(Q) / Is(rldr  (A8)
0

i____ where Amin(Q) > 0 is the minimum eigenvalue d®. Whent ap-
! proaches infinity, (A.6) becomes

| | 1 | b 1
) 1 1 ] | 1 1
-800 i e A e e e e
1 | | '
1 ! I '
i ! | '

-800
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 o0 1 — v(c
/ ()2 dr < UO=v(0) A7)
0

ti .
ime(sec) 15 Amin(Q)

_ _ _ ' Since the right-hand side of (A.7) is bounded, we have L.. As a
Fig. 5. _Tlme responses of control input with the proposed method and tF@suIt,Hs(t)H — 0ast — oo byLemma 2Therefore, we conclude that
method in [22]. |le(t)|| — 0 ast — oc according to (35). This completes the prdaf.
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